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Detectors

And Noise




Detectors

A detector is a transducer, converting the incoming
electromagnetic signal (E or W) into an electrical signal (V or 1),
In a controlled and repeatable way.

The electrical signal can be amplified, digitized, stored, analyzed.

Usually V=XKW, where 3 is the responsivity of the detector

(units V/W): a constant which is measured following a calibration
procedure.

The calibration consists in observing a source producing a known
power on the detector, and recording the output voltage produced
by the detector.

Other important characteristics of a detector are

— Linearity and Dynamic Range

— Time constant

— Spectal response

— Angular response

— Noise Equivalent Power (NEP) or Noise Equivalent Temperature (NET)



Noise

A noisy physical observable features random fluctuations of its
value.

The amplitude of these fluctuations can only be quantified
statistically: their punctual behaviour cannot be predicted, it is
not deterministic.

The simplest statistical tool to characterize noise Is the variance:

for a given observable V(t) the variance is

Sampled variable
N

2 I YR}
—j[va) Vifdt o =

Even |f the noise is stationary (i.e. its statistical description does
not change with time) and Gau33|an (the histogram of the
fluctuations is a Gaussian), the variance does not provide a full
description of its characteristics.

Continuous variable
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* The two noise records above have the same variance but in the top

record the signal deviates from the average for longer periods.

» To characterize this, we need a statistical estimator specifying the
contributions to the variance coming from the different frequencies
present in the noise.

 This estimator is the spectral density of the noise w,(f) (aka the power
spectrum of the noise). Its mtegral over all frequencies is the

variance.
= j w, (f)df
0
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e The two noise records above have the same variance but in the top
record the signal deviates from the average for longer periods.

» To characterize this, we need a statistical estimator specifying the
contributions to the variance coming from the different frequencies
present in the noise.

 This estimator is the spectral density of the noise w,(f) (aka the power
spectrum of the noise). Its mtegral over all frequencies is the

variance.
= j w, (f)df
0



Noise and measurement errors

 The fluctuations due to the noise produce an error
In the measurement of the obserable:

jw (f)df

e Where f, and f, are the minimum and maximum
frequenc:les present in the observable.

e For areal measurement

f,=1/T  where T is the duration of the measurement

f,=1/7  where 7 is the time constant of the detector
1/t

jW (f)df = —= if the noise is white
1T 3



Noise and measurement errors

In order to reduce the error, data are integrated, so that the
fluctuations due to the noise average out, reducing the
variance of the observable.

An integration for a time T is equivalent to filtering the
data with a low-pass filter with cutoff frequency at f=1/T.

So the variance of the observable will be

UT W

oy & IWV (f)df = ?V if the noise is white
0

The exact relationship depends on the actual shape of the

filter (running average, low-pass filters with different

orders...)

Anyway, the relationship between error and integration
time in the case of white noise Is always

with a of the order of unity



Noise and measurement errors
* [f the noise Is not white, we have a problem...

7. = 20s W
Ta =¥00s

F.=2000s
Tr =10s

White noise 1/f noise

* Noise with fundamental origin (thermal) I1s most often white



Noise and detectors

To specify the noise of a detector, we need to specify how the
voltage fluctuations produced by noise at the output of the detector
compare to the voltage signal produced by the incoming radiative
power.

The Noise Equivalent Power (NEP) Is the incoming radiative
power which produces an output signal equal to the rms fluctuation
due to the noise, In an integration time of 1 second.

With this definition, it is evident that the noise equivalent power
corresponds to the minimum power detectable in 1 s of integration.

In formulas Iw w
NEPR=V =0, ,,=—F——= — NEP=""

JT (1s)

So the units of the NEP are W /+/ Hz

If your detector has a specified NEP, the error in a measurement of
power with an integration time T will be

o, W NEP
R RJVT T

O



Conversion from NEP to NET g

dB

AW = AQAB = AQ-—dT = AQ——| [B(T
dT

Vo

d |

dT

:AQJ B(TCMB’V)dV oue —

e — CMB

NEP

N ETCMB — TCMB

Vo

v)dv

over V)AV

dT =



Radiation Noise
e The fundamental limit of any measurement.

* Photon noise reflects the particle-wave
duality of photons.

e |t Is the sum of Poisson noise (particles)
PLUS interference noise (waves)

e Poisson noise: W
(AE?)=(hv)'(AN?) =(hv)(N) = (hv)zmz h AWt

This is a typical random-walk process (variance prop.to time).
Using Einstein’s generalization (A0%)=2kBTt = (67 )df = 4kBTdf
we get the power spectrum and the variance

of radiative power fluctuations: < AW ? >df = 2h wWdf



Radiation Noise

Orders of magnitude example: A He-Ne 1 mW
laser beam has a perfect Poisson statistics, so

W
J(AWZ) = V2h W = 2.5x107* N

Notice the power spectrum units (remember that
the Integral of the PS over frequency is the
variance).

In this case the Intrinsic fluctuations per unit
bandwidth are >7 orders of magnitude smaller than
the signal.

It is useless to build a complex detector with a
noise of 10W/+/Hz for this measurement: the
precision of the measurement will be limited at a

level of 25x10 W /+/Hz




Radiation Noise

 Thermal radiation (like the CMB) has also
wave Interference noise: the correct statistics
IS Bose-EInstein.

(N)=—entr— <AN2>:TWH

o e(E—,u)/kT -

Poisson noise _ .
Wave interference noise



Radiation Noise
* For a blackbody

2

B g . sV
<N>—e(E_ﬂ)/kT_1 ; g—2?47z’\/dv
8rv° 1
<N>:  env/KT _1VdV

Poisson noise,
Important at short
wavelengths

Wave interference noise,
Important at low frequencies



Noise and Integration time

 Numerical example: CMB anisotropy (or
polarization) measurement limited only by
radiation noise:
AT ¢ xe”

AB(V,T)ZT— ex_lB(X,T)dX

G(ﬂj_ o (4B)

[ 25— B(x.T)dx
e’ — 1

X1

= —

4 4 2 4 X
2k2-|_3 AQJ‘ X" e 2dX
c°h (e —1)

X1

4Kk°T ° ¢oxte
d
(on) ATl
X t




The ultimate sensitivity plot !!
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*The absorber is micro _
machined as a web of Spider-Web Bolometers
metallized Si;N, wires, 2

um thick, with 0.1 mm Built by JPL
pitch.

Signal wire

e Absorber
*This is a good absorber for

mm-wave photons and
features a very low cross
section for cosmic rays.
Also, the heat capacity is
reduced by a large factor
with respect to the solid
absorber.

eNEP ~ 2 1017 W/HZz%> is
achieved @0.3K

*150uKcyg IN1S

JVEE o]0 gi-UAWANeJo ] @JoIM Thermistor
36, 765-771, (1997) :




Sensitivity to CMB anisotropy

A map of CMB anisotropy Is a sampled image

AT; =AT(6,b;) for i=1,N;, , where AT(f;,b;) is the average of
AT(@ b) over the pixel area, for the pixel centered in (¢,b)).

Knowing :

— the instantaneous sensitivity (NET),
— the instrument angular resolution &,
— the sky coverage of the survey Q

we can compute the standard error for the estimate of AT; of
each pixel, for a given total observation time t.

Assuming uniform coverage and square pixels with side &,

we have simply NET NET
Oar = \/7




Sensitivity to CMB anisotropy

 Numerical example: assume
NET =150 4K /s
t =5days =4.3x10°s
0 =10

Q =20"x20° =1200'«1200'
e You get

NET NET /Q
AT /7'[ N 9 " H

» Per pixel, over 14400 pixels: a large dataset, with a
S/N ratio per pixel of the order of 3.




Sensitivity to CMB anisotropy

* An array of n detectors optimally used will simply
multiply by n the observation time available for

each pixel. NET NET VO 1
e Soweget O, = =
g AT ntpix \/E 9 \/ﬁ

e The use of a large array can give more that just an
Improvement of sqrt(n). For ground based
observations, atmospheric noise can be
significantly reduced by exploiting the correlations
of the noise over different pixels.
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Sensitivity to the Power Spectrum

Knowing :

— the Instantaneous sensitivity,
— the angular resolution,

— the sky coverage

we can compute the sensitivity to the different
multipoles of the power spectrum, for a given survey
duration T.

A first part of the fluctuation comes from the
statistical nature of the observable c, .

Since the a,  are gaussian, c, is distributed as a y?
with 2/+1 DOF, so that
2

AC% — Cf Cosmic Variance

-\ 2r+1



Sensitivity to the Power Spectrum

* Ifonly afraction f of the sky Is surveyed, the
cosmic variance becomes

2 1 Cosmic / Sampli
AC, :\/2€ +1\/f K Vgilrzr:ie -

 The second contribution to the errors comes from
detector noise.

 |f atotal of N pixels is observed, the error in the
determination of the temperature in each pixel will

be of the order of N
o= NET\/:
T



Sensitivity to the Power Spectrum

* And the error on the ¢, becomes

AC€=J 2 lC
20 +1\ f

14

1+

Ac?

Nc,w,

Knox’s
formula
(1995)

« When several multipoles are binned In a band-power

< ¢, > with bin-width Af, we have roughly

a6)= izt )

1 l

Ac?

Nc,w, |

* Since the power spectrum of CMB anisotropy and
polarization is smooth, a binning with AL =20-30 is

perfectly acceptable.
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Spider-web bolometers
Made in JPL

BOOMERanG 1998 (0.3K),
Archeops 2001 (0.1K),

Planck-HFI
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The target region

The best (lowest contamination) area of all
Map of mm-wave emission of dust in our galaxy the sky is in the southern hemisphere, and

as derived from IRAS and DIRBE happens to be far from the sun in the
measurements (Schlegel et al 1999) antarctic summer (constellations  of
Caelum, Doradus, Pictor, § Columba,

Emisfero Nord 2700 ‘ Puppis) 2700 Emisfero Sud

80"

i measugements s - cucdlr 4
\ L B ,

el 9

R

o Log scale | o
30 Minimum Maximum 30
Brightness (0.33 MJy/sr) Brightness (30 MJy/sr)



Ul+1) c,

A scanning telescope

BOOMERanNG is a scanning experiment: the beam scans the sky at
constant speed v (1 to 2°/s), with 60° wide scans.

Different multipoles in the CMB temperature field produce different
sub-audio frequencies in the detector (see e.g. astro-ph/9710349)

I'(f)

{
f (Hz
This technique allows to produce wide sky maps, so that a wide (Hz)
multipoles coverage of the power spectrum can be obtained in a single

experiment

This approach requires extremely low detector noise, fast detectors,
and a strategy allowing for repeated observations of the same sky pixel
with different orientations of the scan.

The full payload is rotated to scan the sky: no moving modulators in
the optical path



declination (degrees)

crosslink in BOOMERanG LDB scans (1 scan/hour sho
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The image of the sky is obtained by
slowly scanning in azimuth (+30°) at
constant elevation

The optimal scan speed is between 1
and 2 deg/s in azimuth

crosslink in BOOMERanG LDB scans (1 scan/hour sho

| l |
MALC e

-35H ° 0-11h [*eeeq e o ....‘". .... ng'"...~... ooooo

The scan center
constantly tracks the
azimuth of the lowest
foreground region

Every day we obtain a
fully crosslinked map.

declination (degrees)

Right Ascension (hours)



\lalVE Dadded map AIvor
removed)
o 2) “Rigorous” method: Maximum likelihood maps

. (ATN LA)IATNLd

Time ordered data 57x108 samples
Map, 10° plxels
Time-time noise

6 5
T e e Pointing matrix 57x10° x 10

* Needs: 57x106 x 57x106
— estimate of noise N-*: iterative method (Prunet et al. Astro-ph/0006052).

— MADCAP(Borrill, astro-ph/9903204)
http://cfpa.berkeley.edu/~borrill/cmb/madcap.htmi

e Qutputs:
— M=maximum likelihood map
— v=(ATNIA)IATN-In y=<wvT>= (ATN-1A)-1 pixel-pixel noise covariance




Data cleaning de-spiking
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Data cleaning data slice
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Data cleaning optimal map-making
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PPl First evidence (2000)
1 e from BOOMERanG
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Use the standard ruler to measure QQ
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Examples

Dependance on € (curvature drives the location of first peak).
Not as simple as In these examples (see S.Weinberg, astro-ph/0006276 )
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MULTIPLE PEAKS IN THE ANGULAR POWER SPECTRUM OF THE COSMIC MICROWAVE
BACKGROUND: SIGNIFICANCE AND CONSEQUENCES FOR COSMOLOGY
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ABSTRACT

Three peaks and two dips have been detected in the power spectrum of the cosmic microwave back-
ground by the BOOMERANG experiment, at [=(213%]9), (541*2)), (845%12) and [ = (41677}3),
(750*22,), respectively. Using model-independent analyses, we find that all five features are statistically
significant, and we measure their location and amplitude. These are consistent with the adiabatic infla-
tionary model. We also calculate the mean and variance of the peak and dip locations and amplitudes in
a large seven-dimensional parameter space of such models, which gives good agreement with the model-
independent estimates. We forecast where the next few peaks and dips should be found if the basic para-
digm is correct. We test the robustness of our results by comparing Bayesian marginalization techniques
on this space with likelihood maximization techniques applied to a second seven-dimensional cosmo-
logical parameter space, using an independent computational pipeline, and find excellent agreement:
OO2E5-52  versus 1.04 + 005, Q, h? = 0.02275-004 versus 0019%5-593, and n, = 096253 versus
0.90 + 0.08. The determination of the best fit by the maximization procedure effectively ignores nonzero
optical depth of reionization 7 > 0, and the difference in primordial spectral index n, between the two
methods is thus a consequence of the strong correlation of n, with the ..

Subject headings: cosmic microwave background — cosmological parameters —
cosmology: observations
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Examples

Dependance on Q, (Relative amplitudes second to first peak):
All the spectra are normalized to the first peak.
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Degeneracies are
still present:
See e.g. N, Vs 1,

This limits the
precision of the
determination of

n, (which is slightly
sensitive to the ML
vs BM method):

n,=(0.90+0.10) ML
n,=(0.96+0.08) BM

g [

0.8

0.6

-
JII

0.02
0,h*



“The perfect universe” TABLE 4
RESULTS OF PARAMETER EXTRACTION

Priors g1 Ty Quh? Qcamh? QA O Qp i h Age
Weak only ( 03905 ) 0. 933 }Jg 0. 021§ §§§ 0. 12§ §§ (0.533{;23) (0. 5(33@3) 0.07§;§§ 0.10§;§§ (0.5({;}3{3?) 15.4§;i
LSS 0.950 0>  0.022 0.13 0.54 0.50 0.07005 0.09005  0.55p 155

8 8? 0: 95 0:004 0:64 5: 8? 0:03 8:95 0:08 b
SN1a 1. 028 g OYppe  0028pen  000pg 074y 0. 318 89 0060 012pgg  0.605p 1627
1.8S & SN1a 00909 100y 88 0'02382882 01450y 0. 658 % 083,07 0050 Ollgs 0.6Tpeg 8.5
h=071£008  09870: 094005 0021500 014000  0.62577  0.39005  0.05705 009555 (0650 08) 13.8%-7

s W UG MmO G OT o oM omd g
Flat & SN1a (100)  094yes  0.022 00 0.12§;§§ 0. 68% gg 0.33%;%% 0.05%;31 0.08%;9g 0, 66% gg 14, og g
Flat, LSS & SN1a  (1.00)  1.000:05 0022350  0.13350  0.6600: 03305 005050 0120k 0.6600  14.00

Note.—Results of parameter extraction using successively more restrictive priors, following Lange et al. (2001). The confidence intervals
wre 1g. The quoted values are reported after marginalizing over all other parameters. For the primary database parameters, 16% and 84%
ntegrals are reported as +1¢ errors. For Q,,, (4, h, and Age, which are functions of the other parameters, the mean and standard deviation
yver the distribution are reported. All entries are subject to a weak prior in which only models with 0.45 < h < 0.90 and age > 10 Gyr are
sonsidered. The LSS (Bond & Jaffe 1999) and SN1a supernovae (Riess et al. 1998; Perlmutter et al. 1999) priors are as described in Lange
't al. (2001). The strong h prior is a Gaussian with the stated 1o error. Parentheses are used to indicate parameters that did not shift more
han 1-¢ or have their errors reduced by a factor of two upon the inclusion of the CMB data, compared with an analysis using the priors only.
['hus, in these cases the parameter range reflects the choice of prior, rather than a constraint by the CMB. The age column is in units of Gyr.




“The perfect universe” TABLE 4
RESULTS OF PARAMETER EXTRACTION

Priors g1 Ty Quh? Qcamh? QA O Qp i h Age
Weak only 1.0300¢ 6933;30 0.021000s 01202  (0.52075) (0.503350) 0.07008  0.1000s  (0.36577)  15.45
LSS 1.03§;§§ g0 0.022§;§§§ 0.13§;§g 0.54§;§§ 0.507'1 0.07§;§§ 0.09§;§§ 0.55§;§§ AR
SN1a 102y 096ppe  0.0234 00, 0'098:85 0.4 0.318;§g 0.068;85 012000 06005 16.25
1.8S & SN1a 0.9990:  1.0050a  0.02307005  0.14y 0.6550¢  0.35y 005005 Ollgs  0.67g0; 8.5

.08

h=0.71£0.08 0.98§-§§ 0.94§;§3 0.021§;§§Z 0.14§;§2 0.62§:?§ 0.39§;?§ 0.05§;§§ o.ogg;gg (0.65008) 13.8;7
Flat (1.00) 09250s 002,002 0180  (0.570a0) (047050 0065, 0085, (0.6255) 143
Flat & LSS (1.00) o.gﬁg;gg o.ozlg;ggg 0.13%;3? 0.62§;§7 0.38§:§£ 0.053;%% 0.103;32 0.62§;§§ 14.4
Flat & SN1a (1.00) 09495  0.022° 012905  0.6850:  0.33) 0.059°01 0.085.05  066g05 140
Flat, LSS & SN1a  (1.00) - -

OO0 OO0 OO0
T O O =3 O

; ; 02 . ; 01
tofl] oonfl oidl oalll  osd® ool ol omll  w

Note.—Results of parameter extraction using successively more restrictive priors, following Lange et al. (2001). The confidence intervals
wre 1g. The quoted values are reported after marginalizing over all other parameters. For the primary database parameters, 16% and 84%
ntegrals are reported as +1¢ errors. For Q,,, (4, h, and Age, which are functions of the other parameters, the mean and standard deviation
yver the distribution are reported. All entries are subject to a weak prior in which only models with 0.45 < h < 0.90 and age > 10 Gyr are
sonsidered. The LSS (Bond & Jaffe 1999) and SN1a supernovae (Riess et al. 1998; Perlmutter et al. 1999) priors are as described in Lange
't al. (2001). The strong h prior is a Gaussian with the stated 1o error. Parentheses are used to indicate parameters that did not shift more
han 1-¢ or have their errors reduced by a factor of two upon the inclusion of the CMB data, compared with an analysis using the priors only.
['hus, in these cases the parameter range reflects the choice of prior, rather than a constraint by the CMB. The age column is in units of Gyr.



“The perfect universe” TABLE 4
RESULTS OF PARAMETER EXTRACTION

Priors g1 Ty Quh? Qcamh? QA O Qp i h Age
0.06 0.10 0.004 0.05 0.24 0.20 0.03 0.16 : ;
V\éesak only L03ggs 09308 @1 012 5 (0.5%00%)9) (0. 5(())01%0) 0'078'8% 0.104 o (0.5({;}3&) 15.4§_i
L 1.03p70:  0.95y 0.13 0.54 0.50 0.07505 0.09y75 0.55, 15.1;"
SN1a 1.02§f§§ 0.96%%@ 0. 023% ggi 0.09% gg 0. 748 3? 0. 318 89 o.oﬁgfgg 0.123% 0.603:33 16.2éf
h=071£008  0.9870: 0947708 0.0215°0 0.140;02 0. 620 H omstd oot omtE (o 653 ) 13.8%-7

s W UG MmO G OT o oM omd g
Flat & SN1a (100)  094yes  0.022 00 0.12§;§§ 0. 68% gg 0.33%;%% 0.05%;31 0.08%;9g 0, 66% gg 14, og g
Flat, LSS & SN1a  (1.00)  1.000:05 0022350  0.13350  0.6600: 03305 005050 0120k 0.6600  14.00

Note.—Results of parameter extraction using successively more restrictive priors, following Lange et al. (2001). The confidence intervals
wre 1g. The quoted values are reported after marginalizing over all other parameters. For the primary database parameters, 16% and 84%
ntegrals are reported as +1¢ errors. For Q,,, (4, h, and Age, which are functions of the other parameters, the mean and standard deviation
yver the distribution are reported. All entries are subject to a weak prior in which only models with 0.45 < h < 0.90 and age > 10 Gyr are
sonsidered. The LSS (Bond & Jaffe 1999) and SN1a supernovae (Riess et al. 1998; Perlmutter et al. 1999) priors are as described in Lange
't al. (2001). The strong h prior is a Gaussian with the stated 1o error. Parentheses are used to indicate parameters that did not shift more
han 1-¢ or have their errors reduced by a factor of two upon the inclusion of the CMB data, compared with an analysis using the priors only.
['hus, in these cases the parameter range reflects the choice of prior, rather than a constraint by the CMB. The age column is in units of Gyr.



“The perfect universe” TABLE 4
RESULTS OF PARAMETER EXTRACTION

Priors g1 Ty Quh? Qcamh? QA O Qp i h Age
Weak only 1.03§;§§ 0.93§;é§ 0. 021§ §§§ @20-‘% (0. 523 fg) (0. 5(33@3) 0.07§;§§ 0.10§;§§ (0.5({;}3{3?) 15.4§;i
LSS 1.03p0:  0.95070,  0.022 0T 05400 050 0.07005 0.09005  0.55p 155

0:07 8:10 0:004 0:64 5: 8? 0:03 0:% 0:0 b
SN1a 102 096500 002850, 0095 074y 0. 318 89 0060 012pgg  0.605p 1627
1SS & SN1a 099705  1.00 0.0230 005 0.14 0.655° . D50y Odigsd .67 8.5

0.35 0.05, 05 . : v
h=0.71£0.08 0.98§;§§ 094888 0.021§;§§Z 0.14§;§2 062§?§ 0.39§;?§ 0.05§§§ o.ogg;gg (0653§§) 13.8%-7

s W UG MmO G OT o oM omd g
Flat & SN1a (100)  094yes  0.022 00 0.128;8§ 0 Gpge 033005 0.058;81 00800 0 opes 14053
Flat, LSS & SN1a  (1.00)  1.000:05 0022350  0.13350  0.6600: 03305 005050 0120k 0.6600  14.00

Note.—Results of parameter extraction using successively more restrictive priors, following Lange et al. (2001). The confidence intervals
wre 1g. The quoted values are reported after marginalizing over all other parameters. For the primary database parameters, 16% and 84%
ntegrals are reported as +1¢ errors. For Q,,, (4, h, and Age, which are functions of the other parameters, the mean and standard deviation
yver the distribution are reported. All entries are subject to a weak prior in which only models with 0.45 < h < 0.90 and age > 10 Gyr are
sonsidered. The LSS (Bond & Jaffe 1999) and SN1a supernovae (Riess et al. 1998; Perlmutter et al. 1999) priors are as described in Lange
't al. (2001). The strong h prior is a Gaussian with the stated 1o error. Parentheses are used to indicate parameters that did not shift more
han 1-¢ or have their errors reduced by a factor of two upon the inclusion of the CMB data, compared with an analysis using the priors only.
['hus, in these cases the parameter range reflects the choice of prior, rather than a constraint by the CMB. The age column is in units of Gyr.



“The perfect universe” TABLE 4
RESULTS OF PARAMETER EXTRACTION

Priors Wit N Qph? Qedm b /97;\ QO Te h Age

0.06 0.10 0.004 0.05 0.24 0.20 0.03 0.16 0.11 2.

Weak only> 1.0300¢  0.93p08 0.021p7005 0. 120 05( (52 D ) 0. 500 20) 0.070s 01007  (0.8607;) 15457

Tss— 1.03§;§§ 0.95§;§§ 0.022§_§§§ 0. 138 i 0.505 0.07§;§§ 0.09§;§§ 0.55§;§§ AT
SN1a 102y 0.96500  0.0200, 009, 0. 748 0. 318 89 0.068_82 0.129 060500 16.25
LSS & SN1a 0.9950;  1.00 00230005  0.14p705  0.65 0.35 0.05y05 0.11505  0.67, 1807

h=0.7140.08 0.98§f§§ 094888 0.021§f§§Z 0.14§f§2 062§?§ 0.39§;?§ 0.05§§§ o.oggfgg (06530§§) 13.8%:7

Flat (1.00)  0.92505 0.0219%008 0.135°0 (0 Bloas)  (0AT57) 0065 0087 (0 258) 1480t

Flat & LSS (1.00) 0.96% g% o.ozlg;ggg 0.13%;3? 2§ §§7 0.38§?§§ 0.053;31 0.103;32 2§0§§3 14, 43 E
Flat & SN1a (1.00) 0'948:88 0.022¢ ooy 0.128;8; 068000 033503 0.058;81 0.080105 0660 14. 0
Flat, LSS & SN1a (1.00)  1.00g'53 0.022p00c 0.1850;  0.66p0:  0.3300:  0.0509; 012505 0.6650:  14.05°%

Note.—Results of parameter extraction using successively more restrictive priors, following Lange et al. (2001). The confidence intervals
wre 1g. The quoted values are reported after marginalizing over all other parameters. For the primary database parameters, 16% and 84%
ntegrals are reported as +1¢ errors. For Q,,, (4, h, and Age, which are functions of the other parameters, the mean and standard deviation
yver the distribution are reported. All entries are subject to a weak prior in which only models with 0.45 < h < 0.90 and age > 10 Gyr are
sonsidered. The LSS (Bond & Jaffe 1999) and SN1a supernovae (Riess et al. 1998; Perlmutter et al. 1999) priors are as described in Lange
't al. (2001). The strong h prior is a Gaussian with the stated 1o error. Parentheses are used to indicate parameters that did not shift more
han 1-¢ or have their errors reduced by a factor of two upon the inclusion of the CMB data, compared with an analysis using the priors only.
['hus, in these cases the parameter range reflects the choice of prior, rather than a constraint by the CMB. The age column is in units of Gyr.



“The perfect universe” TABLE 4
RESULTS OF PARAMETER EXTRACTION

Priors g1 Ty Quh? Qcamh? QA O Qp i h Age
0.06 0.10 0.004 0.05 0.24 0.20 0.03 0.16 : ;
V\éesak only L03ggs 09308 @1 012 5 (0.5%00%)9) (0. 5(())01%0) 0'078'8% 0.104 o (0.5({;}3&) 15.4§_i
L 1.03p70:  0.95y 0.13 0.54 0.50 0.07505 0.09y75 0.55, 15.1;"
SN1a 1.02§f§§ 0.96%%@ 0. 023% ggi 0.09% gg 0. 748 3? 0. 318 89 o.oﬁgfgg 0.123% 0.603:33 16.2éf
h=071£008  0.9870: 0947708 0.0215°0 0.140;02 0. 620 H omstd oot omtE (o 653 ) 13.8%-7

s W UG MmO G OT o oM omd g
Flat & SN1a (100)  094yes  0.022 00 0.12§;§§ 0. 68% gg 0.33%;%% 0.05%;31 0.08%;9g 0, 66% gg 14, og g
Flat, LSS & SN1a  (1.00)  1.000:05 0022350  0.13350  0.6600: 03305 005050 0120k 0.6600  14.00

Note.—Results of parameter extraction using successively more restrictive priors, following Lange et al. (2001). The confidence intervals
wre 1g. The quoted values are reported after marginalizing over all other parameters. For the primary database parameters, 16% and 84%
ntegrals are reported as +1¢ errors. For Q,,, (4, h, and Age, which are functions of the other parameters, the mean and standard deviation
yver the distribution are reported. All entries are subject to a weak prior in which only models with 0.45 < h < 0.90 and age > 10 Gyr are
sonsidered. The LSS (Bond & Jaffe 1999) and SN1a supernovae (Riess et al. 1998; Perlmutter et al. 1999) priors are as described in Lange
't al. (2001). The strong h prior is a Gaussian with the stated 1o error. Parentheses are used to indicate parameters that did not shift more
han 1-¢ or have their errors reduced by a factor of two upon the inclusion of the CMB data, compared with an analysis using the priors only.
['hus, in these cases the parameter range reflects the choice of prior, rather than a constraint by the CMB. The age column is in units of Gyr.



“The perfect universe” TABLE 4
RESULTS OF PARAMETER EXTRACTION

Priors g1 Ty Quh? Qcamh? QA O Qp i h Age

0.06 0.10 0.004 0.05 0.24 0.20 0.03 0.16 0.11 2.1

Weak only 1.030106 09308 O/Qﬂves% 0120705 (0.5235) (080g5g) 0.07g703 0.10p705  (0.3603,) 15457

LSS 1.03§;§§ 0.95§;§§ 0 08350 0.13§ §g 0. 54§ §§ 0.507'1 0.07§;§§ 0.09§;§§ 0.55§;§§ AR
SN1a L0%ggy  096poe  O2Bgop,  0.090 07403 0. 318 8? 0.068:82 012500 08000 16.25
1.8S & SN1a 0.9990:  1.00 0.02309%% 14 0.655" 0.35 0.0505 011508  0.67 8.5

h=0.7140.08 0.98§;§§ 094888 0.021§_§§Z 0.14§;§2 062§?§ 0.39§;?§ 0.05§§§ o.oggfgg (06530§§) 13.8%:7

s W UG MmO G OT o oM omd g
Flat & SN1a (100)  094yes  0.022 00 0.12§;§§ 0. 68% gg 0.33%;%% 0.05%;31 0.08%;9g 0, 66% gg 14, og g
Flat, LSS & SN1a  (1.00)  1.000:05 0022350  0.13350  0.6600: 03305 005050 0120k 0.6600  14.00

Note.—Results of parameter extraction using successively more restrictive priors, following Lange et al. (2001). The confidence intervals
wre 1g. The quoted values are reported after marginalizing over all other parameters. For the primary database parameters, 16% and 84%
ntegrals are reported as +1¢ errors. For Q,,, (4, h, and Age, which are functions of the other parameters, the mean and standard deviation
yver the distribution are reported. All entries are subject to a weak prior in which only models with 0.45 < h < 0.90 and age > 10 Gyr are
sonsidered. The LSS (Bond & Jaffe 1999) and SN1a supernovae (Riess et al. 1998; Perlmutter et al. 1999) priors are as described in Lange
't al. (2001). The strong h prior is a Gaussian with the stated 1o error. Parentheses are used to indicate parameters that did not shift more
han 1-¢ or have their errors reduced by a factor of two upon the inclusion of the CMB data, compared with an analysis using the priors only.
['hus, in these cases the parameter range reflects the choice of prior, rather than a constraint by the CMB. The age column is in units of Gyr.



“The perfect universe” TABLE 4
RESULTS OF PARAMETER EXTRACTION

Priors g1 Ty Qcamh? QA O Qp i h Age
Weak only 1.03§;§§ 0.93§;é§ 0. 12§ §§ (0.520%3)  (0.500750)  0.0790% 01005 (0.56911) 15457
LSS 1.03505  0.95y 0.13 05dns 05000y 00755 008 s 08505 2 15103

0:6% 8:48 0:04 0 8? 0:08 8:95 8:09 b
SN1a L0205 0.968 I 0.0 8% 07477 0. 318 89 0.0605 012900 0.608 w162
h=0714008 09808 09400 0.148;82i 0. 620017 0.390[;)135 0.058 8% 0'098:?{ (0. 65§ 95) 13.8%-7
Flat 1.00 0.925° 0.13Y 0.57 0.475; 0.06 0.08y 0.62 14,332
100 0o g O (Odp) D0y 00 () sy,
Flat & LSS (1.00) 0.96 3¢ 0130 062500 038y 0'058'81 010007 062505 14. 48 1
Flat & SN1a (1.00) 0.948;88 0.128;8; 0.68505  033g.; 0'058:8% 0.080 066505 14. 03
Flat, LSS & SN1a  (1.00) 1.0y o3 00350 D86 0 0830 OB OagRS  O66R 14003

Note.—Results of parameter extraction using successively more restrictive priors, following Lange et al. (2001). The confidence intervals
wre 1g. The quoted values are reported after marginalizing over all other parameters. For the primary database parameters, 16% and 84%
ntegrals are reported as +1¢ errors. For Q,,, (4, h, and Age, which are functions of the other parameters, the mean and standard deviation
yver the distribution are reported. All entries are subject to a weak prior in which only models with 0.45 < h < 0.90 and age > 10 Gyr are
sonsidered. The LSS (Bond & Jaffe 1999) and SN1a supernovae (Riess et al. 1998; Perlmutter et al. 1999) priors are as described in Lange
't al. (2001). The strong h prior is a Gaussian with the stated 1o error. Parentheses are used to indicate parameters that did not shift more
han 1-¢ or have their errors reduced by a factor of two upon the inclusion of the CMB data, compared with an analysis using the priors only.
['hus, in these cases the parameter range reflects the choice of prior, rather than a constraint by the CMB. The age column is in units of Gyr.



“The perfect universe” TABLE 4
RESULTS OF PARAMETER EXTRACTION

Priors g1 Ty Qcamh? QA O Qp i h Age
Weak only 1.03§;§§ 0.93§;é§ 0. 12§ §§ (0.520%3)  (0.500750)  0.0790% 01005 (0.56911) 15457
LSS 1.03505  0.95y 0.13 05dns 05000y 00755 008 s 08505 2 15103

0:6% 8:48 0:04 0 8? 0:08 8:95 8:09 b
SN1a L0205 0.968 I 0.0 8% 07477 0. 318 89 0.0605 012900 0.608 w162
h=0714008 09808 09400 0.148;82i 0. 620017 0.390[;)135 0.058 8% 0'098:?{ (0. 65§ 95) 13.8%-7
Flat 1.00 0.925° 0.13Y 0.57 0.475; 0.06 0.08y 0.62 14,332
100 0o g O (Odp) D0y 00 () sy,
Flat & LSS (1.00) 0.96 3¢ 0130 062500 038y 0'058'81 010007 062505 14. 48 1
Flat & SN1a (1.00) 0.948;88 0.128;8; 0.68505  033g.; 0'058:8% 0.080 066505 14. 03
Flat, LSS & SN1a  (1.00) 1.0y o3 00350 D86 0 0830 OB OagRS  O66R 14003

Note.—Results of parameter extraction using successively more restrictive priors, following Lange et al. (2001). The confidence intervals
wre 1g. The quoted values are reported after marginalizing over all other parameters. For the primary database parameters, 16% and 84%
ntegrals are reported as +1¢ errors. For Q,,, (4, h, and Age, which are functions of the other parameters, the mean and standard deviation
yver the distribution are reported. All entries are subject to a weak prior in which only models with 0.45 < h < 0.90 and age > 10 Gyr are
sonsidered. The LSS (Bond & Jaffe 1999) and SN1a supernovae (Riess et al. 1998; Perlmutter et al. 1999) priors are as described in Lange
't al. (2001). The strong h prior is a Gaussian with the stated 1o error. Parentheses are used to indicate parameters that did not shift more
han 1-¢ or have their errors reduced by a factor of two upon the inclusion of the CMB data, compared with an analysis using the priors only.
['hus, in these cases the parameter range reflects the choice of prior, rather than a constraint by the CMB. The age column is in units of Gyr.



“The perfect universe” TABLE 4
RESULTS OF PARAMETER EXTRACTION

Priors Qcamh? Q4 U O Te h Age
Weak only 0 0. 12§ §§ (0.533{;23) (0. 5(33@3) 0.07§;§§ 0.10§;§§ (0.5({;}3{3?) 15.4§;i
LSS : 0.13 0.54 0.50 0.070%% 0.0  0.557 15.10

: 8.8 6: 8? 6.0 693 8:88 5
SN1a _ 0.098 B 0.3 0. 318 89 0.068_83 0'128'98 0.608 b 16.25
1.8S & SN1a : 01450y 0. 658 % 083,07 0050 Ollgs 0.6Tpeg 8.5
h=0.71£0.08 ; 014500 0.627" 1y 08%5, 005 oe  0.09005  (0.65008) 13.8%-7
Flat ; 0.133%;  (0.57; 0.473:52)  0.065°05 0.0837s (0.62575)  14.30°5

) g O (Odp) D0y 00 () sy,
Flat & LSS (1.00) 0.138_81 28 a7 0.388_Bg 0'058'81 0'108'95 28 0 14. 483
Flat & SNla (1.00) e 0003 0.128;8; 0688 9 0.338;82 0'058:8% 0.088;9g 0668 0 14. 082
Flat, LSS & SN1a (1.00)  1.00g'53 0.022p00c 0.1850;  0.66p0:  0.3300:  0.0509; 012505 0.6650:  14.05°%

Note.—Results of parameter extraction using successively more restrictive priors, following Lange et al. (2001). The confidence intervals
wre 1g. The quoted values are reported after marginalizing over all other parameters. For the primary database parameters, 16% and 84%
ntegrals are reported as +1¢ errors. For Q,,, (4, h, and Age, which are functions of the other parameters, the mean and standard deviation
yver the distribution are reported. All entries are subject to a weak prior in which only models with 0.45 < h < 0.90 and age > 10 Gyr are
sonsidered. The LSS (Bond & Jaffe 1999) and SN1a supernovae (Riess et al. 1998; Perlmutter et al. 1999) priors are as described in Lange
't al. (2001). The strong h prior is a Gaussian with the stated 1o error. Parentheses are used to indicate parameters that did not shift more
han 1-¢ or have their errors reduced by a factor of two upon the inclusion of the CMB data, compared with an analysis using the priors only.
['hus, in these cases the parameter range reflects the choice of prior, rather than a constraint by the CMB. The age column is in units of Gyr.
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Systematics




Systematics ARE there.

Knox’s formula assumes simple white gaussian noise.

In the real world noise is not gaussian and we have
drifts, spikes, events of different kind in the raw data.

Detectors characteristics (responsivity, noise) can
change with time during the survey.

Moreover, low-level local emission can contaminate
the sky signal in a non gaussian way.

Evident features are easily identified and rejected.

Features smaller than the noise cannot be removed,
and contaminate the results.

The experiment needs to have internal redundancy In
order to make tests for the presence of systematics.



Systematics ARE there.

* The experiment needs to have internal redundancy In
order to make tests for the presence of systematics.
A. Several detectors at the same frequency
B. Several different freqguencies

 The experimental conditions must be changed, to
check the reliability of the result
C. Experiment different scan speeds
D. Experiment different sidelobes conditions

E. Experiment different locations of sun, moon,
strong sources.

F. Results must be compared to results of similar,
Independent experiments.

« Calibration should be carried out several times during
the survey



Test A

Compare independent channels at the same
frequency.

Different bolometers have different noise
performance.

Two channels with similar performance are
B150A and (B150A1+B150A2)/2

Sum and difference maps:



2/2/(2v0sT

0.10

sum map, 6.9° — LPfilt =
—350 uK ————_—_—_————__——eeee———————] 350 ukK
—-300 —-200 -—-100 0 100 200 300

2002-06-29

9+TVv0ST9)+v0s1d]

100

95

90

85

80

75

[8aq] o2q

RA [Deg]



2002-06-29

Dec [Deg]

difference map, 6.9' — LPfilt = 0.10

—-350 uK sssss—————————————eee——————1 350 ukK
-300 —-200 -100 0 100 200 300

75 80 85 90 95 100
RA [Deg]

[B150A-(B150A1+B150A2)/2]/2



Test B:

"he spectral test shows that the structures present In
the maps are CMB anisotropies. In fact:

The maps at different frequencies are plotted In
thermodynamic temperature units for the CMB

(mK) so that structures with the spectrum of the
CMB will appear the same at all frequencies.

Structures with the spectrum of the CMB are
evident in the maps and have high S/N at 90, 150,
240 GHz. The dust monitor channel at 410 GHz
shows no CMB and very little dust.
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Are these genuine CMB fluctuations ?

The rms fluctuations
AT, ={Z (2(+1) c,w, /4T } 172

are spectrally distributed as the
derivative of a 2.73K
blackbody. All other
astrophysical sources of
confusion do not fit the data.

This means that the bulk of

s fluctuations (W/m?/sr/Hz)
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Test C

* We have a powerful tool: data were taken at two
different scan speeds: 1 dps and 2 dps.

« At 2dps the sky signal Is converted into an
electrical signal at twice the frequency, while
Instrument related effects (transfer function, 1/f
noise, microphonic lines etc.) remain at the same
frequency.

« For the same detectors compare maps from data
taken at 1dps and from data taken at 2 dps
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TABLE 2
INTERNAL CONSISTENCY TESTS.

Test Reduced x° P
B150A 1dps - 2dps 0.91 057 @
B150A1 1dps - 2dps 0.92 0.56 @
B150A2 1dps - 2dps 1.04 041 @
B150B1 1dps - 2dps 2.73 7x107° @
B150B2 1dps - 2dps 0.60 091 @
4 Ch 1dps - 2dps 1.80 0.02 O
4 Ch Left - Right 1.21 024 @
(A+A1) - (A2+B2) 0.61 090 @

NoTE.—Reduced x* with 19 degrees of freedom
for internal symmetry tests for BOOMERANG. P5
gives the probability of obtaining a x? larger than
the one reported. B150B1 fails the test, and is not
used in the analysis. The 4 Ch’ entries combine
maps from B150A, B150A1, B150A2, and B150B2.
The 1-2 dps 4 Ch spectrum fails marginally. This
is dominated by 4 bins centered between [ = 150
and ! = 300. The mean signal of these 4 bins is
50p,K2, compared to a signal over the same range of
~s 4000 K *(see Table 3).




Test F:

» BOOMERanNnG vs. WMAP
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evidence that the faint structure observed

eis not due to instrumental artifacts

ehas exactly the spectrum of CMB anisotropy, so it is
not due to foreground emission

eThe comparison also shows the extreme sensitivity of
cryogenic bolometers operated at balloon altitude (the
BO3 map is the result of 5 days of observation)
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Fig. 18— The WMAP three-yvear power spectriuim (in black) compared to other recent measurements of
the CMB angular power spectrum, inclnding Boomerang (Jones et al. 2005), Achar (Kuo et al. 2004), CBI
(Readhead et al. 2004), and VSA (Dickinson et al. 2004). For clarity, the I < 600 data from Boomerang
and VSA are omitted; as the measurements are consistent with WMAP, but with lower weight. These
data impressively confirm the turnover in the 3drd acoustic peak and probe the onset of Silk damping.
With improved sensitivity on sub-degree scales, the WMAP data are becoming an increasingly important
calibration source for high-resolution experiments.



CMB Polarization — Why ?

An inflation phase at E=1015-10%° GeV (t=10-%6-10-33 s) is
currently the most popular scenario to explain

The origin of our universe
The geometry of our universe
The origin and morphology of structures in our universe

— The lack of defects, and the smoothness of the CMB at super-horizon

scales.

Inflation is a predictive theory:

1.

2.

3.

4.

Any initial curvature is flattened by the huge expansion: we expect an
Euclidean universe.

Adiabatic, gaussian density perturbations are produced from quantum
fluctuations. This is the physical origin for structures in the Universe.

The power spectrum of scalar perturbations Is approximately scale
invariant, P(k)=Ak"! with n slightly less than 1.

Tensor perturbations produce a background of primordial gravitational
waves (PGW)

1.,2.,3. have been confirmed already by measurements of CMB
anisotropy

4. can be tested measuring CMB polarization



CMB Polarization — Why ?

Linear Polarization of CMB photons is
Induced via Thomson scattering by
quadrupole anisotro ?y at recombination
(z=1100, t =1.2x10%3s

In turn, quadrupole anisotropy is induced by

— Density perturbations (scalar relics of inflation)
producing a curl-free polarization vectors field
(E-modes)

— Gravitational waves (tensor relics of inflation)
producing both curl-free and curl polarization
fields (B-modes)

No other sources for a curl polarization field
of the CMB at large angular scales: N

B-modes are a clear signature of inflation. . [ ', (' |
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E-modes & B-modes

Spin-2 quantity Spin-2 basis

(Q+iU)(A)=Y"(a +ial,) .Y, (F)

Z,m
e From the measurements of the Stokes Parameters Q

and U of the linear polarization field we can recover

both irrotational and rotational a,,, by means of
modified Legendre transforms:
E-modes produced by scalar and tensor perturbations

at, = [AOW(A(Q +U)(A)..Y, (1) (Q-1U)(F)Y,o (7]

B-modes produced only by tensor perturbations

at, = [AOW (Q+1U)(R) oY, ()~ Q-1U)[).Y,o ()]



B-modes from P.G.W.

= The amplitude of this effect is very small, but
depends on the Energy scale of inflation. In fact the
amplitude of tensor modes normalized to the scalar
ones is:

T 1/4 Cow 1/4 VZZps Inflation potential
R = | — = 2 =
(s j [C?a'af j 3.7x10%°GeV
e and - 7
/(0 +1) 0 Ve
~ 0.1uK
\/ e P LTeRY,

= There are theoretical arguments to expect that the
energy scale of inflation is close to the scale of GUT
I.e. around 1016 GeV.

e The measurement of B-modes is a good way to
Investigate fundamental physics at extremely high
energies.



The signal I1s extremely weak

The current upper limit on anisotropy at large
scales gives R<0.5 (at 20)

A competing effect is lensing of E-modes, which is
Important at large multipoles.

Nobody really knows how to detect this.
— Pathfinder experiments are needed

Whatever smart, ambitious experiment we design
to detect the B-modes:

— It needs to be extremely sensitive

— It needs an extremely careful control of
systematic effects

— It needs careful control of foregrounds

— It will need independent experiments with
orthogonal systematic effects.

A lot has been done, but there Is still a long
way to go: ...
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Lensing of E-modes

 E-modes have been measured already with good
accuracy, and will be measured with exquisite
accuracy by Planck and other experiments.

e They depend on the distribution of mass (mainly
dark matter) so their study can shed light on the
nature of dark matter (including massive
neutrinos).

e While the primordial B-mode is maximum at
multipoles around 100 (6=2°), the lensed B-mode
IS maximum at multipoles around 1000 (6=0.2°),
requiring high angular resolution polarization
experiments
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